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ABSTRACT

The present invention discloses a document descriptor extraction method and system. The document descriptor extraction method and system creates a document descriptor by generalizing input sequences within a document: factoring the input sequences and generalized input sequences; and selecting a document descriptor from the input sequences, generalized sequences, and factored sequences, preferably using minimum descriptor length (MDL) principles. Novel algorithms are employed to perform the generalizing, factoring, and selecting.
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**FIG. 1**

INPUT SEQUENCES
\[ I = \{ \text{ab, abab, ac, ad, bc, bd, bbd, bbbbe} \} \]

**GENERALIZATION MODULE**

\[ SG = I \cup \{ (ab)^*, (a|b)^*, b^*d, b^*e \} \]

**FACTORYING MODULE**

\[ SF = SG \cup \{ (a|b) (c|d), b^*(d|e) \} \]

**(MDL) SELECTING**

**INFERRED DTD:**
\[ (ab)^* \mid (a|b) (c|d) \mid b^*(d|e) \]
FIG. 2

MDL (FLP)

\[
\begin{align*}
ab \\
abab \\
ac \\
ad \\
bc \\
bd \\
bbd \\
bbbbe \\
(ab)^* \\
(a|b)^* \\
b^*d \\
b^*e \\
b^*(d|e) \\
(a|b)(c|d) \\
\end{align*}
\]

INFERRRED DTD: (ab)^* | (a|b) (c|d) | b^*(d|e)
DOCUMENT DESCRIPTOR EXTRACTION METHOD

FIELD OF THE INVENTION

The present invention relates to electronic documents. Specifically, the present invention relates to determining document descriptors from data within electronic documents.

BACKGROUND OF THE INVENTION

The number of documents available in electronic format has exploded. With the number of available electronic documents increasing rapidly, it is important to be able to quickly and accurately search the available electronic documents. In addition, it is desirable to be able to store data into electronic documents and generate new electronic documents which are similar in structure to existing electronic documents. Hence, tools which assist in the querying of electronic documents, the creation of electronic documents, and the storage of data into electronic documents are desirable.

Electronic documents for display over the Internet and/or an Intranet are commonly stored in a Standard Generalized Markup Language (SGML) format. SGML is a standard for how to specify a document markup language or tag set. SGML is not in itself a document language, but a description of how to specify one. The SGML format provides for the inclusion of a document type descriptor (DTD). A document’s DTD specifies how the data within a document should be organized. One SGML format for storing data within electronic documents which is becoming increasingly popular is eXtensible Markup Language (XML). XML is rapidly emerging as the new standard for representing and exchanging data on the World Wide Web (web). An XML document may be accompanied by a document type descriptor (DTD). For example, in an XML document, the DTD may specify the tags which can be used, the order in which the tags appear, how the tags are nested, and tag attributes. Thus, the DTD plays an important role in the storage of data to the XML document, the generation of similar documents, and increasing the efficiency of queries of the XML document. Efficiency is achieved by using the knowledge of the structure of the data to remove elements that cannot potentially satisfy the query.

Although DTDs are helpful in the storage, generation, and retrieval of data related to an XML document, DTDs are not mandatory. Since DTDs are not mandatory, many XML documents exist which do not contain DTDs. In addition, since only a small portion of the electronic documents in existence today are in an XML format, initially the majority of XML documents will likely be automatically generated from pre-existing non-XML documents. In many instances, the automatically generated XML formatted documents will not contain DTDs. Therefore, a tool for automatically generating DTDs is desirable for improving data storage and retrieval.

Others have attempted to automatically generate DTDs with varying degrees of success. One system is IBM’s Data Descrribors by Example (DDbE) system. The goal of DDbE is to give users a good start at creating DTDs for their own applications. However, this system and other available systems do not produce highly accurate DTDs for all XML documents, especially complex XML documents. Since accurate DTDs enable efficient storage and retrieval of data, improved methods for extracting accurate DTDs from XML documents are desirable.

SUMMARY OF THE INVENTION

The present invention relates to developing a description of the layout of an electronic document from data within the document. The present invention is especially useful for determining document type descriptors (DTDs) of electronic documents in a Standard Generalized Markup Language (SGML) format.

The present invention comprises generalizing input sequences generated from an electronic document. The input sequence are generalized to create generalized sequences which are representative of the input sequences. Each generalized sequence encompasses one or more input sequences in a more general form. Next, the present invention comprises selecting a description of the layout of the electronic document from the input sequences and generalized sequences. Selecting a description comprises selecting one or more of the input sequences and generalized sequences such that every input sequence is encompassed by the selected sequences. Preferably, the selection is performed using minimum descriptor length (MDL) principles.

Additionally, the present invention may comprise factoring the input sequences and generalized sequences after generalizing to create factored sequences which can be included in the selection of the description. Each factored sequence encompasses one or more input sequences and generalized sequences. The factored sequence are combined with the input sequences and generalized sequences, thereby creating a potentially better selection of sequences from which a description may be selected.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a flow chart of a preferred document type descriptor (DTD) extraction system in accordance with the present invention; and

FIG. 2 is an illustrative depiction of the output of each step and the selection process of the preferred document type descriptor extraction system depicted in FIG. 1 in accordance with the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention relates to inferring (i.e., determining) document descriptors from data within electronic documents. For illustrative purposes, the present invention is described in terms of inferring document type descriptors (DTDs) from data within eXtensible Markup Language (XML) formatted documents. However, it will be readily apparent to those skilled in the art that the present invention could be applied to other types of markup languages which provide document descriptions that are currently available or developed in the future, such as markup languages which conform to the Standard General Markup Language (SGML) format. The inferred DTD contains valuable information about the structure of the XML documents that it describes. The structural information may be used to efficiently query the XML document, store data to the XML document, or generate similar XML documents.
A sample XML document and its associated DTD are as follows:

```xml
<articles>
  <article>
    <title>A Relational Model</title>
    <author>
      <name>A. B. Cod</name>
      <affiliation>ABC Corp.</affiliation>
    </author>
  </article>
  <article>
    <title>Another Model</title>
    <author>
      <name>A. Swift</name>
      <affiliation>XYZ Corp.</affiliation>
    </author>
  </article>
</articles>
```

In the preferred embodiment, the input sequences are generalized to create generalized sequences. The generalized sequences and input sequences are then factored to create factored sequences. Each factored sequence may encompass one or more input sequences and generalized sequences, thereby creating additional sequences which may be selected as a part of a DTD. The factoring step is optional. However, using the factoring step results in potentially better DTDs. Factoring leads to better DTDs by creating additional sequences from which an appropriate DTD may be selected. A DTD which encompasses all of the input sequences is then selected from the input sequences, generalized sequences, and factored sequences.

In the generalization step, patterns within the input sequences are detected and more "general" regular expressions are substituted for them to create "generalized" sequences. In a preferred embodiment, the "generalized" sequences and the input sequences are then processed by the factorization step which factors common expressions to make them more succinct. The factorization step yields "factored" sequences. The first two steps along with the input sequences produce a series of potential DTDs that vary in their conciseness and precision. A selection step then selects a DTD from the candidates that strikes the right balance between conciseness and preciseness—that is, a DTD that is concise, but at the same time, is not too general. In a preferred embodiment, the selection step employs minimum descriptor length (MDL) principles for selecting a DTD.

A DTD describes the structure of an XML document. A DTD constrains the structure of an element by specifying a regular expression with which its sub-element sequences must conform. The DTD declaration sequence uses commas for sequencing, for exclusive OR, parenthesis for grouping and meta-characters ?, *, + to denote zero or one, zero or more, and one or more, respectively.

In the sample XML document above and its associated DTD, the start of an element such as an article is indicated by <article> and the end of the element is indicated by </article>. Each element may comprise sub-elements and/or data. For example, for the element article, title and author are sub-elements. Likewise, sub-elements may further contain additional sub-elements. For example, author contains sub-element name and sub-element affiliation.

In a preferred embodiment, the present invention applies algorithms in three steps to compute a DTD from a set of input sequences. They are (1) generalizing, (2) factoring, and (3) selecting.

The input sequences are groupings of sub-elements contained within each occurrence of an element. For an element, such as article, it is straightforward to compute the sequence of sub-elements nested within each <article> </article> pair in the XML document. The set of input sequences comprises one sequence for each occurrence of element <article>. For example, in the above XML document sample the input sequences for <article> would be input sequences <title> </author> and <title> </author> </author> }<author> }<author> For ease of description, the first letter of the sub-element may be used as a shorthand for describing sequences (e.g., <title> <author> is represented by ta and <title> <author> <author> <author> <author> is represented by taaaa.)
TABLE 1-continued

<table>
<thead>
<tr>
<th>Generalization Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>end procedure DISCOVERSEQPATTERN(s, r)</td>
</tr>
<tr>
<td>begin</td>
</tr>
<tr>
<td>1. repeat</td>
</tr>
<tr>
<td>2. let x be a subsequence of s with the maximum number (≥ r) of contiguous repetitions in s</td>
</tr>
<tr>
<td>3. replace all (≥ r) contiguous occurrences of x in s with a new auxiliary symbol A_s = {x}^*</td>
</tr>
<tr>
<td>4. until (s no longer contains ≥ r contiguous occurrences of any subsequence x)</td>
</tr>
<tr>
<td>5. return s</td>
</tr>
<tr>
<td>end procedure DISCOVERSEQPATTERN(s, d)</td>
</tr>
<tr>
<td>begin</td>
</tr>
<tr>
<td>1. s_1, s_2, . . . , s_n := PARTITION(s, d)</td>
</tr>
<tr>
<td>2. for each subsequence s_i in s_1, s_2, . . . , s_n</td>
</tr>
<tr>
<td>3. let the set of distinct symbols in s_i be a_1, a_2, . . . , a_m</td>
</tr>
<tr>
<td>4. if (m ≥ 1)</td>
</tr>
<tr>
<td>5. replace subsequence s_i in sequence by a new auxiliary symbol A_s = {a_1, . . . , a_m}^*</td>
</tr>
<tr>
<td>6. return s</td>
</tr>
<tr>
<td>end procedure PARTITION(s, d)</td>
</tr>
<tr>
<td>begin</td>
</tr>
<tr>
<td>1. i := start &gt;= end := 1</td>
</tr>
<tr>
<td>2. s_i := [start, end]</td>
</tr>
<tr>
<td>3. while (end &lt; i)</td>
</tr>
<tr>
<td>4. while (end ≤ i) and a symbol in s_i occurs to the right of s_i within a distance d</td>
</tr>
<tr>
<td>5. end := end + 1; s_i := [start, end]</td>
</tr>
<tr>
<td>6. if (end &lt; i)</td>
</tr>
<tr>
<td>7. i := i + 1; start := end + 1; end := end + 1; s_i := [start, end]</td>
</tr>
<tr>
<td>8. return s_1, s_2, . . . , s_n</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

The essence of procedure GENERALIZE are the procedures DISCOVERSEQPATTERN and DISCOVERORPATTERN which are repeatedly called with predefined parameter values.

Discovering Sequencing Patterns (Procedure DISCOVERSEQPATTERN)

Procedure DISCOVERSEQPATTERN, shown in Table 1, takes an input sequence s and returns a candidate DTD that is derived from s by replacing sequencing patterns of the form xx . . . x, for a subsequence x in s, with the regular expression (x)^*.

In addition to s, the procedure also accepts as input, a threshold parameter r>1 which is the minimum number of contiguous repetitions of subsequence x in s required for the repetitions to be replaced with (x)^*.

In case there are multiple subsequences x with the maximum number of repetitions in step 2 of procedure DISCOVERSEQPATTERNS, the longest among them is chosen, and subsequent ties are resolved arbitrarily.

Note that instead of introducing the regular expression term (x)^* into the sequence s, an auxiliary symbol that serves as a representative for the term is introduced. The use of auxiliary symbols enable the description of the algorithms to remain simple and clean since the input to them is always a sequence of symbols. In a preferred embodiment, there is a one-to-one correspondence between auxiliary symbols and regular expression terms in the present invention; thus, if the auxiliary symbol A denotes (be)^* in one candidate DTD, then it represents (be)^* in every other candidate DTD.

Also, procedure DISCOVERSEQPATTERN may perform several iterations and thus new sequencing patterns may contain auxiliary symbols corresponding to patterns replaced in previous iterations. For example, invoking procedure DIS-
COVERSEQPATTERN with the input sequence s=ababababcab and r=2 yields the sequence $A_1cA_2e$ after the first iteration, where $A_1$ is an auxiliary symbol for the term $(ab)^*$. After the second iteration, the procedure returns the candidate DTD $A_2$, where $A_2$ is the auxiliary symbol corresponding to $((ab)^*)^*$. Thus, the resulting candidate DTD returned by procedure DISCOVERSEQPATTERN can contain stars nested within other stars. Finally, DISCOVERSEQPATTERN is invoked with three different values for the parameter $r$ to control the aggressiveness of the generalization. For example, for the sequence aabbb, DISCOVERSEQPATTERN with $r=2$ would infer $a^*b^*b^*$, while with $r=3$, it would infer $a*b$. In the selection step, if many accurately the sequences are encompassed by $a*b$, then a DTD of $a*b$ may be preferred to a DTD of $a*b$ since it more accurately describes the input sequences.

Discovering OR Patterns (Procedure DISCOVERORPATTERN)

Procedure DISCOVERORPATTERN, shown in Table 1, infers patterns of the form $(a_1a_2...a_n)^*$ based on the locality of these symbols within a sequence $s$. The locality is identified by first partitioning (performed by procedure PARTITION, shown in Table 1) the input sequence $s$ into the smallest possible subsequences $s_1, s_2, ..., s_r$, such that for any occurrence of a symbol $a$ in a subsequence $s_i$, there does not exist another occurrence of $a$ in some other subsequence $s_j$ within a distance $d$ (which is a parameter to DISCOVERORPATTERN). Each subsequence $s_i$ in $s$ is then replaced by the pattern $(a_1a_2...a_n)^*$, where $a_1, a_2, ..., a_n$ are the distinct symbols in the subsequence $s_i$. If $s_i$ contains frequent repetitions of the symbols $a_1a_2...a_n$ in close proximity, then it is very likely that $s_i$ originated from a regular expression of the form $(a_1a_2...a_n)^*$. For illustrative purposes, for the input sequence abebebe, procedure DISCOVERORPATTERN returns:

- $A_1A_2c$ for $d=2$, where $A_1=(bc)^*$
- $A_2$ for $d=3$, where $A_2=(ab)^*$; and $A_2$ for $d=4$, where $A_2=(ab)^*$.

A preferred component for discovering OR patterns is procedure PARTITION, shown in Table 1. For a sequence $s$, $s[j]$ denotes the subsequence of $s$ starting at the $j$-th symbol and ending at the $j$-th symbol of $s$. Procedure PARTITION constructs the subsequences in the order $s_1, s_2, ..., s_r$, and so on. Assuming that $s_i$ through $s_j$ have been generated, it constructs $s_{j+1}$ by starting $s_{j+1}$ immediately after $s_j$ ends and expanding the subsequence $s_{j+1}$ to the right as long as there is a symbol in $s_{j+1}$ that occurs within a distance $d$ to the right of $s_{j+1}$. By construction, there cannot exist such a symbol to the left of $s_{j+1}$.

Note that procedure GENERALIZE invokes DISCOVERORPATTERN on the DTDs that result from calls to DISCOVERSEQPATTERN and therefore it is possible to infer more complex DTDs of the form $(ab)^*$ in addition to DTDs like $(bc)^*$. For instance, for the input sequence s=abababcab, procedure DISCOVERSEQPATTERN invoked with $r=2$ would return $s=aA_1A_2$, where $A_1=(bc)^*$, which, when input to DISCOVERORPATTERN returns $s=A_2$, for $d=s$, where $A_2=(a)^*$. Further, DISCOVERORPATTERN is invoked with various values of d (expressed as a fraction of the length of the input sequence) to control the degree of generalization. Small values of d lead to conservative generalizations while larger values result in more liberal generalizations. The size of d is based on desired design characteristics.

II. Factoring

In a preferred embodiment, the factoring module 120 uses a factorizing procedure to derive factored forms for expressions that are OR of a subset of the candidate DTDs, S_C, out of the generalization module 110. For example, candidate DTDs ac, ad, bc and bd in S_C, the factoring step would generate the factored form (ab|cd). Note that since the final DTD is an OR of candidate DTDs, S_C, out of the factoring module 120, the factored forms are also candidates. Further, a factored candidate DTD, because of its smaller size, has a lower minimum description length (MDL) cost, and is thus more likely to be chosen in the selection step, if MDL principles are used. Thus, since factored forms (due to their compactness) are more desirable, factoring can result in better quality DTDs.

Factored DTDs are common in real life. For example, in the sample DTD, an article may be categorized based on whether it appeared in a workshop, conference or journal; it may also be classified according to its area as belonging to either computer science, physics, chemistry etc. Thus, the DTD (in factored form) for the element article would be as follows:

```xml
<ELEMENT article(title, author*, (workshop|conference|journal), (computer science|physics|chemistry)*))>
```

The set of candidate DTDs, S_C, output by the factorization module, 120, in addition to the factored forms generated from candidates in S_C, also contains all the DTDs in S_C. Ideally, factored forms for every subset of S_C, should be added to S_C to be considered by the selection step. However, this may be impractical, since S_C could be very large. Therefore, a heuristic may be used to select subsets of candidates in S_C, that when factored yield good factored DTDs. In a preferred embodiment, the factoring algorithm is an adaptation of factoring algorithms for boolean expressions which are well known in the art.

Selecting Subsets of S_C to Factor

Intuitively, a subset S of S_C out of generalization module 110 is a good candidate for factoring if the factored form of S is much smaller than S itself. In addition, even though S_C may contain multiple generalizations that are derived from the same input sequence, it is highly unlikely that the final DTD will contain two generalizations of the same input sequence. Thus, factoring candidate DTDs in S_C that encompass similar sets of input sequences does not lead to factors that can improve the quality of the final DTD.

For a subset S of S_C to yield good factored forms it must satisfy the following two properties:

1. Every DTD in S has a common prefix or suffix with a number of other DTDs in S. Further, as more DTDs in S share common prefixes or suffixes, or as the length of the common prefixes/suffixes increases, the quality of the generated factored form can be expected to improve.

2. The overlap between every pair of DTDs D in S is minimal, that is, the intersection of the input sequences encompassed by D and D' is small. This is important because, as mentioned above, a factored DTD adds little value (from an MDL cost perspective) over the candidate DTDs from which it was derived if it cannot be used to encode a significantly larger number of input sequences compared to the sequences encompassed by each individual DTD.

In order to state properties (1) and (2) for a set S of DTDs more formally, the following notation is used. For a DTD D, let cover(D) denote the input sequences in S that are encou-
passed by D (note that auxiliary symbols are expanded completely when cover for a DTD is computed). Then, overlap(D, D') is defined as the fraction of the input sequences encompassed by D and D' that are common to D and D', that is,

\[
\text{overlap}(D, D') = \frac{|D \cap D'|}{|D| + |D'|}
\]

Thus, for a sufficiently small value of a (user-specified) parameter \(\delta\), by ensuring that overlap(D, D') < \(\delta\) for every pair of DTDs D and D' in S, it can be ensured that S satisfies property (2) mentioned above.

In order to characterize property (1) more rigorously, the function score(D, S) is introduced in equation 2. Function score(D, S) attempts to capture the degree of similarity between prefixes/suffixes of DTD D and those of DTDs in the set S of DTDs. Intuitively, a DTD with a high score with respect to set S is a good candidate to be factored with the set of prefixes and suffixes of D, respectively. Let sep(p, S) denote the support of prefix p in set S of DTDs, that is, the number of DTDs in S for which p is a prefix. Similarly, let ssep(s, S) denote number of DTDs in S for which s is a suffix. Then score(D, S) is defined as follows:

\[
\text{score}(D, S) = \sum_{p : \text{sep}(p, S) > 0} \frac{|D \cap \text{pref}(p)|}{|D|} + \sum_{s : \text{ssep}(s, S) > 0} \frac{|D \cap \text{suffix}(s)|}{|D|}
\]

Thus, the prefix/suffix p = s of D, for which the product of p = s's length and its support with respect to D is maximum, determines the score of D with respect to S. If DTD D has a long prefix or suffix that occurs frequently in set S, then this prefix can be factored out, thus resulting in good factored forms. The function score is thus a good measure of how D will factor with other DTDs in S.

Procedure FACTORSUBSETS, shown in Table 2, first selects subsets \(S_p\) of sequences from within sequences \(S_p\) that satisfy properties (1) and (2). Each of these subsets \(S_p\) is then factored by invoking procedure FACTOR (in Step 15), depicted in Table 3. Assuming that the factoring algorithm returns \(F_1, F_2, \ldots, F_m\), each of the \(F_i\) is added to \(S_p\).

**TABLE 2**

<table>
<thead>
<tr>
<th>Choosing Subsets Of (S_p) For Factoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin</td>
</tr>
<tr>
<td>1. for each DTD D in (S_p)</td>
</tr>
<tr>
<td>2. Compute score (D, (S_p))</td>
</tr>
<tr>
<td>3. (S_p' := S_p \cup \text{SetSet} \rightarrow \emptyset)</td>
</tr>
<tr>
<td>4. for i := 1 to (k)</td>
</tr>
<tr>
<td>5. let D be the DTD in (S_p') with the maximum value for score (D, (S_p))</td>
</tr>
<tr>
<td>6. SEEDSET := SEEDSET \cup {D}</td>
</tr>
<tr>
<td>7. (S' := S' \rightarrow {D : \text{overlap}(D, D') \geq \delta})</td>
</tr>
<tr>
<td>8. for each DTD D in SEEDSET</td>
</tr>
<tr>
<td>9. (S := {D})</td>
</tr>
<tr>
<td>10. (S' := S' \rightarrow {D : \text{overlap}(D, D') \geq \delta})</td>
</tr>
<tr>
<td>11. while (S' is not empty)</td>
</tr>
<tr>
<td>12. let D' be the DTD in S' with the maximum value for score (D, S')</td>
</tr>
<tr>
<td>13. S := S \cup {D'}</td>
</tr>
<tr>
<td>14. (S' := S' \rightarrow {D : \text{overlap}(D, D') \geq \delta})</td>
</tr>
<tr>
<td>15. (F := \text{FACTOR}(S))</td>
</tr>
<tr>
<td>16. (S_p := S_p \cup {F_1, \ldots, F_m})</td>
</tr>
<tr>
<td>Return (F_1, F_2, \ldots, F_m)</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

Procedure FACTORSUBSETS computes a set \(S_p\) of candidate DTDs to factor. First, \(k\) seed DTDs for the sets \(S\) to be factored are chosen in the for loop spanning steps 4–7. These seed DTDs have a high score value with respect to \(S_p\) and overlap minimally with each other. Thus, it is ensured that each seed DTD not only factors well with other DTDs in \(S_p\), but also significantly different from other seeds. In steps 9–14, each seed DTD is used to construct a new set \(S_p\) of DTDs to be factored (thus, only \(k\) sets of DTDs are generated). After initializing \(S\) to a seed DTD D, in each subsequent iteration, the next DTD D' that is added to \(S\) is chosen greedily (i.e., the one whose score with respect to DTDs in \(S\) is maximum and whose overlap with DTDs already in \(S\) is less than \(\delta\)).

**Algorithm For Factoring a Set of DTDs**

Algorithms for computing the optimum factored form, that is, the one with the minimum number of literals are known in the art. However, the complexity of these known techniques may be impractical. In a preferred embodiment, heuristic factoring algorithms for boolean functions which are known in the art are adapted for use in the present invention. Factored forms of boolean functions are commonly used in VLSI design.

There is a close correspondence between the semantics of DTDs and those of boolean expressions. The sequencing operator (.) in DTDs is similar to a logical AND in boolean algebra, while the OR operator (\(l\)) is like a logical OR. However, there exist certain fundamental differences between DTDs and boolean expressions. First, while the logical AND operator in boolean logic is commutative, the sequencing operator in DTDs is not (the ordering of symbols in a sequence matters!). Second, in boolean logic, the expression ```a & b``` is equivalent to ```a;``` however, the equivalent DTD for ```a.b``` is ```a; b```. The boolean algorithms can be modified to create a factoring algorithm to handle the semantics of the DTDs. The pseudo-code for procedure FACTOR, is shown in Table 3. Procedure FACTOR is a preferred embodiment of the factoring algorithm used in factoring module 120.

**TABLE 3**

<table>
<thead>
<tr>
<th>Factoring Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin</td>
</tr>
<tr>
<td>1. DivisorSet := (\text{FINDALLDIVISORS}(S))</td>
</tr>
<tr>
<td>2. if (DivisorSet = (\emptyset))</td>
</tr>
<tr>
<td>3. return or of sequences in S</td>
</tr>
<tr>
<td>4. DivisorList := (\emptyset)</td>
</tr>
<tr>
<td>5. for each divisor V in DivisorSet</td>
</tr>
<tr>
<td>6. Q, R := (\text{DIVIDE}(S, V))</td>
</tr>
<tr>
<td>7. add (V, Q, R) to DivisorList</td>
</tr>
<tr>
<td>8. find the most compact triplet (V, Q, R) in DivisorList</td>
</tr>
<tr>
<td>9. return (FACTOR(V))(\text{FACTOR}(Q))(\text{FACTOR}(R))</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

**procedure FINDALLDIVISORS(S)**

Begin |
1. DivisorSet := \(\emptyset\) |
2. for each distinct sequence s such that s is a suffix for at least two elements in S |
3. DivisorSet := DivisorSet \cup \{p : \text{sep}(p, S) > 0\} |
4. return DivisorSet |
End |

**procedure DIVIDE(S, V)**

Begin |
1. for each sequence p and V |
2. \(a_p := \{s : \text{sep}(p, S)\} |
3. \(Q := \bigcap_{a_p} a_p\) |
4. \(R := S - V - Q\) |
5. \(V \leq Q\) is the set of sequences resulting from concatenating every sequence in Q to the end of every sequence in V |
6. return Q, R |
End |
As an example of the factoring algorithm, consider the set $S=b, c, ab, ac, df, dg, ef, eg$ of input sequences corresponding to the expression $bicabc1bidf1dgef1g$ whose factored form is $a2(b)(c)(dg)(ef)(bg)$. Before the steps that procedure FACTOR performs to derive the factored form are discussed, the DIVIDE operation that constitutes the core of the factoring algorithm is introduced. For sets of sequences $S$, $V$, $\text{DIVIDE}(S,V)$ returns a quotient $Q$ and remainder $V$ such that $S=V\cdot Q + R$ (here, $V\cdot Q$ is the set of sequences resulting from concatenating every sequence in $Q$ to the end of every sequence in $V$). Thus, for the above set $S$ and $V=\{dc\}$, $\text{DIVIDE}(S,V)$ returns the quotient $Q=\{fg\}$ and remainder $R=\{bc, cab, ac\}$. The steps executed by FACTOR to generate the factored form are as follows:

1. Compute set of potential divisors for $S$. These are simply sets of prefixes that have a common suffix in $S$. Thus, potential divisors for $S$ include $\{d, e\}$ (both $f$ and $g$ are common suffixes) and $\{la\}$ (both $b$ and $c$ are common suffixes). The symbol “1” is special and denotes the identity element with respect to the sequencing operator, that is, $1\cdot s=s$ for every sequence $s$.

2. Choose divisor $V$ from set of potential divisors. This is carried out by first dividing $S$ by each potential divisor $V$ to obtain a quotient $Q$ and remainder $R$, and then selecting the $V$ for which the triplet $(V,Q,R)$ has the smallest size. In our case, $V=\{dc\}$ results in a smaller quotient and remainder $(Q=\{fg\}, R=\{bc, cab, ac\})$ than $(Q=\{bc\}, R=\{df, dg, ef, eg\})$ and is thus chosen.

3. Recursively factor $V$, $Q$, and $R$. The final factored form is $\text{FACTOR}(V)\cdot \text{FACTOR}(Q)\cdot \text{FACTOR}(R)$, where $V=\{dc\}$, $Q=\{fg\}$ and $R=\{bc, cab, ac\}$. Here, $V$ and $Q$ cannot be factored further since they have no divisors. Thus, $\text{FACTOR}(V)=\{dc\}$ and $\text{FACTOR}(Q)=\{fg\}$. However, $R$ can be factored more since $\{la\}$ is a divisor. Thus, repeating the above steps on $R$, we obtain $(Q=\{fg\})$, $R=\{la\}$. Thus, the final factored form is $(\{la\}\{bc\})(df)(ef)(bg)$.

4. Simplify final expression by eliminating “1”. The term $(1\cdot s)$ in the final expression can be further simplified to $a\cdot s$. Thus, we obtain the desired factored form for $S$.

III. Selecting

The step of selecting comprises selecting a DTD. In a preferred embodiment, the DTD comprises one or more sequences from the input sequences, generalized sequences, and factored sequences. Alternatively, the DTD may be selected from the input sequences and generalized sequences if a factoring step is not used. In a preferred embodiment the step of selecting is implemented using minimum descriptor length (MDL) principles.

The MDL cost of a DTD that is used to weight a set of sequences, is comprised of:

(A) the length, in bits, needed to describe the DTD, and

(B) the length of the sequences, in bits, when encoded in terms of the DTD.

First, the number of bits required to describe the DTD is estimated (part (A) of the MDL cost). Let $\Sigma$ be the set of subelement symbols that appear in sequences in $I$. Let $M$ be the set of metacharacters $\{*, +, ?, (, )\}$. Let the length of a DTD viewed as a string in $\Sigma \cup M$ be $n$. Then, the length of the DTD in bits is $n \log(2]\cdot M\}$. As an example, let $\Sigma$ consist of the elements $a$ and $b$. The length in bits of the DTD $a^{10}b^{10}$ is $10 \log(2) + 10 \log(3) = 12$. Similarly, the length in bits of the DTD $(ab\cdots a)(ab\cdots b)$ is $16 \cdot 3 = 48$.

The Encoding Scheme comprises the following steps:

(A) $\text{seq}(D, s)=c$ if $D=s$. In this case, DTD $D$ is a sequence of symbols from the alphabet $\Sigma$ and does not contain any metacharacters.

(B) $\text{seq}(D_1, \ldots, D_n, s_i, \ldots, s_k) = \text{seq}(D_1, s_i) \ldots \text{seq}(D_n, s_k)$ that is, $D$ is the concatenation of regular expressions $D_1, \ldots, D_n$ and the sequence $s$ can be written as the concatenation of the subsequences $s_i, \ldots, s_k$ such that each subsequence $s_i$ matches the corresponding regular expression $D_i$.

(C) $\text{seq}(D_1, \ldots, D_n, s)=i \text{ seq}(D_1, s_i)$ that is, $D$ is the exclusive choice of regular expressions $D_1, \ldots, D_n$, and $i$ is the index of the regular expression that the sequence $s$ matches. Note that we need $\lfloor \log m \rfloor$ bits to encode the index $i$.

\[ \text{seq}(D_1, \ldots, D_n, s) = \begin{cases} k \text{ seq}(D_1, s_i) \ldots \text{seq}(D_n, s_k) & \text{if } k > 0 \\ 0 & \text{otherwise} \end{cases} \]

In other words, the sequence $s=s_1, \ldots, s_k$ is produced from $D^*$ by instantiating the repetition operator $k$ times, and each subsequence $s_i$ matches the $i$-th instantiation. In this case, since there is no simple and inexpensive way to bound apriori, the number of bits required for the index $k$, we first specify the number of bits required to encode $k$ in unary (that is, a sequence of $\lfloor \log k \rfloor$ 1s, followed by a 0) and then the index $k$ using $\lfloor \log k \rfloor$ bits. The 0 in the middle serves as the delimiter between the unary encoding of the length of the index and actual index itself.

Table 4: Encoding Scheme

<table>
<thead>
<tr>
<th>DTD</th>
<th>Encoding Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$1$</td>
</tr>
<tr>
<td>$a^*b$</td>
<td>$01$</td>
</tr>
<tr>
<td>$a^<em>b^</em>$</td>
<td>$010$</td>
</tr>
<tr>
<td>$(ab\cdots a)(ab\cdots b)$</td>
<td>$0110$</td>
</tr>
</tbody>
</table>

The MDL subsystem is responsible for choosing a set $S$ of candidate DTDs from $S_p$ such that the final DTD $D$ (which is a logic OR of the DTDs in $S$) (1) encompasses all sequences in $I$, and (2) has the minimum MDL cost.

Next, the scheme for encoding a sequence using a DTD (part (B) of the MDL cost) is determined. The encoding scheme constructs a sequence of integral indices (which forms the encoding) for expressing a sequence in terms of a DTD. The following simple examples illustrate the basic building blocks on which the encoding scheme for more complex DTDs is built:

1. The encoding for the sequence $a$ in terms of the DTD $a$ is the empty string $\epsilon$.

2. The encoding for the sequence $b$ in terms of the DTD $abc$ is the integral index $1$ (denotes that $b$ is at position 1, counting from 0, in the above DTD).

3. The encoding for the sequence $bbb$ in terms of the DTD $b^*$ is the integral index $3$ (denotes 3 repetitions of $b$).

Next, the encoding scheme for arbitrary DTDs and arbitrary sequences is generalized. The sequence of integral indices for a sequence $s$ when encoded is denoted in terms of a DTD $D$ by $\text{seq}(D,s)$. We define $\text{seq}(D,s)$ recursively in terms of component DTDs within $D$ as shown in Table 4. Thus, $\text{seq}(D,s)$ can be computed using a recursive procedure based on the encoding scheme of the factoring algorithm depicted in Table 4. Note that the definitions of the encodings for operators $+,$ and $?$ have not been provided since these can be defined in a similar fashion to $*$ (for $+$, $k$ is always greater than 0, while for $?$, $k$ can only assume values 1 or 0).

Next, the encoding scheme is illustrated using the following example. Consider the DTD $abc^*(delf*)$ and the sequence ababeabfg. The sequence ababeabfg can be encoded in terms of the DTD.
Below, we list how steps (A), (B), (C) and (D) in Table 4 are recursively applied to derive the encoding seq(abcd)* (dfg*); abcabc ggg.

1. Apply Step (B). seq(abcd)*; abcabc)seq(dfg*); fggg
2. Apply Step (D). 4 seq(ab, abc) seq(ab, c) seq(abc, c) seq(abc, ab) seq(df^*); f gggg
3. Apply Step (C). 4 0 seq(ab, ab) 1 seq(c, c) 1 seq(c, c) 0 seq(ab, ab) 1 seq(f g^*; f gggg
4. Apply Step (A). 4 0 1 1 1 0 1 seq(f g^*; f gggg
5. Apply Steps (A), (B) and (D). 4 0 1 1 0 1 3

In order to derive the final bit sequence corresponding to the above indices, the unary representation for the number of bits required to encode the indices 4 and 3 is included in the encoding. Thus, the following bit encoding for the sequence is obtained:

seq(abcd)* (dfg*); abcabc gggg = 11110100 1 1 0 1 11101

In steps (B), (C) and (D), of the encoding scheme it needs to be determined if a sequence s matches a DTD D. Since a DTD is a regular expression, known techniques for finding out if a sequence is encompassed by a regular expression can be used. These known methods involve constructing a non-deterministic finite automaton for D and can also be used to decompose the sequence s into subsequences such that each subsequence matches the corresponding sub-part of the DTD D, thus enabling the encoding to be determined.

Note that there may be multiple ways of partitioning the sequence s such that each subsequence matches the corresponding sub-part of the DTD D. In such a case, the above procedure can be used to enumerate every decompositions of s that match sub-parts of D, and then select from among the decompositions, the one that results in the minimum length encoding of s in terms of D.

Computing the DTD with Minimum MDL Cost

Next, the final DTD D (which is a logic OR of a subset S of candidate DTDs in S_p) that encompasses all the input sequences and whose MDL cost for encoding the input sequences is minimum is computed. The minimization problem maps naturally to the Facility Location Problem (FLP). The Facility Location Problem is well known in the art. The FLP is formulated as follows: Let C be the set of customers and J be a set of facilities such that the facilities “serves” every customer. There is a cost c(j) of “choosing” a facility j and a cost d(j, i) of serving customers i ∈ C by facility j. The problem definition asks to choose a subset of facilities F ⊆ J such that the sum of costs of the facilities plus the sum of costs of serving every client by its closest chosen facility is minimized, that is:

\[ \min_{F \subseteq J} \left( \sum_{j \in F} c(j) + \sum_{i \in C} \min_{j \in F} d(j, i) \right) \]

The problem of inferring the minimum MDL cost DTD can be reduced to the FLP as follows: Let C be the set input sequences and J be the set of candidate DTDs in S_p. The cost of choosing a facility is the length of the corresponding candidate DTD. The cost of serving client i from facility j, d(j, i), is the length of the encoding of the sequence corresponding to i using the DTD corresponding to the facility j. If a DTD j does not encompass a sequence i, then we set d(j, i) to 1. Thus, the set F computed by the FLP corresponds to the desired set S of candidate DTDs. Algorithms for solving the FLP are well known in the art. In a preferred embodiment, a randomized algorithm is employed to approximate the FLP.

Having thus described a few particular embodiments of the invention, various alterations, modifications, and improvements will readily occur to those skilled in the art. For example, the invention may be embodied in computer program instructions stored in a computer-readable medium, e.g., floppy disc, hard drive, CD ROM, DVD, ROM, RAM, punch card, magnetic tape, etc. Such alterations, modifications and improvements as are made obvious by this disclosure are intended to be part of this description though not expressly stated herein, and are intended to be within the spirit and scope of the invention. Accordingly, the foregoing description is by way of example only, and not limiting. The invention is limited only as defined in the following claims and equivalents theteto.

Experimental Results

In order to determine the effectiveness of the present invention for inferring the DTD of a database of XML documents, we conducted a study with both synthetic and real-life DTDs. We also compared the DTDs produced by a DTD extraction tool (XTRACT) in accordance with a preferred embodiment of the present invention with those generated by the IBM alphaWorks DTD extraction tool, DDBE (Data Description by Example). The results indicate that XTRACT outperforms DDBE over a wide range of DTDs, and accurately finds almost every original DTD while DDBE fails to do so for most DTDs. Thus, the results clearly demonstrate the effectiveness of XTRACT’s approach that employs generalization and factorization to derive a range of general and concise candidate DTDs, and then uses the MDL principle as the basis to select from amongst them.

The two DTD extraction algorithms considered in the experimental study are as follows:

XTRACT: XTRACT includes all three steps for determining a DTD in accordance with the present invention. In the generalization step, we discover both sequencing and OR patterns using procedure GENERALIZE. In the factoring step, k-N/10 subsets are chosen for factoring and the parameter δ is set to 0 in the procedure FACTORSUBSETS. Finally, in the selection step, we employ an algorithm which incorporates MDL principles to compute an approximation to the facility location problem (FLP).

DDBE: We used Version 1.0 of the DDBE DTD extraction tool in the experiments. DDBE is a Java component library for inferring a DTD from a data set consisting of well-formed XML instances. DDBE offers parameters which permit the user to control the structure of the content models and the types used for attribute declarations. Some of the important parameters of DDBE that we used in the experiments, along with their default values, are presented in Table 5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Maximum number of consecutive identical tokens not replaced by a list</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>Maximum depth of factorization</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>Description of Parameters Used by DDBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Meaning</td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
</tr>
<tr>
<td>c</td>
<td>Maximum number of consecutive identical tokens not replaced by a list</td>
</tr>
<tr>
<td>d</td>
<td>Maximum depth of factorization</td>
</tr>
</tbody>
</table>
The parameter c specifies the maximum number of consecutive identical tokens that should not be replaced by a list. For example, the default value of this parameter is 1 and thus all sequences containing two or more repetitions of the same symbol are replaced with a positive list. That is, a is substituted by a+. The parameter d determines the number of applications of factoring. For a set of input sequences that conform to the DTD of $a(b(c|d))$, increasing values of the parameter d, DDBE returns the DTDs in Table 6.

<table>
<thead>
<tr>
<th>Parameter Value (d)</th>
<th>DTD Obtained</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(a</td>
</tr>
<tr>
<td>2</td>
<td>a</td>
</tr>
<tr>
<td>3</td>
<td>a(b</td>
</tr>
<tr>
<td>4</td>
<td>a(b</td>
</tr>
</tbody>
</table>

As shown in Table 6, for $d=1$, factorization is performed once in which the rightmost symbol h is factored out. When the value of d becomes 2, the leftmost symbol a is also factored out. A further increase in the value of d to 3 causes factorization to be performed on the middle portion of the expression and the common expression (b|c|d) is extracted. However, note that subsequent increases in the value of d (beyond 3) do not result in further changes to the DTD. This seems to be a limitation of DDBE’s factoring algorithm since examining the DTD for d=3, we can easily notice that e, f and g have a common factor of (b|c|d) with different placement of the symbols within the parentheses. However, the current version of DDBE cannot factorize this further.

In order to evaluate the quality of DTDs retrieved by XTRACT, we used both synthetic as well as real-life DTD schemas. For each DTD for a single element, we generated an XML file containing 1000 instantiations of the element. These 1000 instantiations were generated by randomly sampling from the DTD for the element. Thus, the initial set of input sequences to both XTRACT and DDBE contained somewhere between 500 and 1000 sequences (after the elimination of duplicates) conforming to the original DTD.

The Data

Synthetic DTD Data Set: We used a synthetic data generator to generate the synthetic data sets. Each DTD is randomly chosen to have one of the following two forms: $A_i|A_j|A_k|A_m$, and $A_i|A_j|A_k$, $A_i|A_j|A_k|A_m$, and $A_i|A_j|A_k|A_m$. Thus, a DTD has n building blocks where n is a randomly chosen number between 1 and m, and m is an input parameter to the generator that specifies the maximum number of building blocks in a DTD. Each building block $A_i$ further consists of $n_i$ symbols, where $n_i$ is randomly chosen to be between 1 and m (the parameter ms specifies the maximum number of symbols that can be contained in a building block). Each building block $A_i$ has one of the following four forms, each of which has an equal probability of occurrence: (1) $(a_1|b_1|c_1)$, (2) $(a_2|b_2|c_2|d_2)$, (3) $(a_3|b_3|c_3|d_3|e_3)$, (4) $(a_4|b_4|c_4|d_4|e_4|f_4)$.

Here, the $a_i$’s denote subelement symbols. Thus, the synthetic data generator essentially generates DTDs containing one level of nesting of regular expression terms.

In Table 7, we show the synthetic DTDs that we considered in the experiments (note that, in Table 7, we only include the regular expression corresponding to the DTD). The DTDs were produced using the generator with the input parameters mb and ms both set to 5. Note that we use letters from the alphabet as subelement symbols.

The ten synthetic DTDs vary in complexity with later DTDs being more complex than the earlier ones. For instance, DTD 1 does not contain any metacharacters, while DTDs 2 through 5 contain simple sequencing and OR patterns. DTD 6 represents a DTD in factored form while in DTDs 7 through 10, factors are combined with sequencing and OR patterns.

Real-life DTD Data Set: We obtained the real-life DTDs from the Newspaper Association of America (NAA) Classified Advertising Standards XML DTD produced by the NAA Classified Advertising Standards Task Force. We examined this real-life DTD data and collected six representative DTDs that are shown in Table 8. Of the DTDs shown in the table, the last three DTDs are quite interesting. DTD 4 contains the metacharacter * in conjunction with the metacharacter *, while DTDs 5 and 6 contain two regular expressions with *, one nested within the other.

<table>
<thead>
<tr>
<th>No.</th>
<th>Original DTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ab</td>
</tr>
<tr>
<td>2</td>
<td>ab</td>
</tr>
<tr>
<td>3</td>
<td>ab</td>
</tr>
<tr>
<td>4</td>
<td>ab</td>
</tr>
<tr>
<td>5</td>
<td>ab</td>
</tr>
<tr>
<td>6</td>
<td>ab</td>
</tr>
<tr>
<td>7</td>
<td>ab</td>
</tr>
<tr>
<td>8</td>
<td>ab</td>
</tr>
<tr>
<td>9</td>
<td>ab</td>
</tr>
</tbody>
</table>

Quality of Inferred DTDs

Synthetic DTD Data Set: The DTDs inferred by XTRACT and DDBE for the synthetic data set are presented in Table 9. As shown in the table, XTRACT infers each of the original DTDs correctly. In contrast, DDBE computes the accurate DTD for only DTD 1 which is the simplest DTD containing no metacharacters. Even for the simple DTDs 2–5, not only is DDBE unable to correctly deduce the original DTD, but it also infers a DTD that does not encompass the set of input sequences. For instance, one of the input sequences encompassed by DTD 2 is gh which is not encompassed by the DTD inferred by DDBE. Thus, while XTRACT infers a DTD that encompasses all the input
sequences, the DTD returned by DDBE may not encompass every input sequence. DTD 4 exemplifies the two typical behaviors of DDBE—(1) sequence f that is not frequently repeated is appended to both the front and the back of the final DTD, and (2) symbols that are repeated frequently are all OR'd together and encapsulated by the metacharacter +. For example, DDBE incorrectly identifies the term (abcede)* with much more general. Thus, the DDBE tool has a tendency to over-generalize when the original DTDs contain regular expressions with *. This same trend to over-generalize can be seen in DTDs 8–10 also. On the other hand, as is evident from Table 9, this is not the case for XTRACT which correctly infers every one of the original DTDs even for the more complex DTDs 8–10 that contain various combinations of sequencing and OR patterns. This clearly demonstrates the effectiveness of the generalization module in discovering these patterns and the MDL module in selecting these general candidate DTDs as the final DTDs.

Also, as discussed earlier, DDBE is not very good at factoring DTDs. For instance, unlike XTRACT, DDBE is unable to derive the final factored form for DTD 6. Finally, DDBE infers an extremely complex DTD for the simple DTD 7. The results for the synthetic data set clearly demonstrate the superiority of XTRACT's approach (based on the combination of generalizing, factoring, and selecting using MDL principles) compared to DDBE's for the problem of inferring DTDs.

Real-life DTD Data Set: The DTDs generated by the two algorithms for the real-life data set are shown in Table 10. Of the five DTDs, XTRACT is able to infer all five correctly. In contrast, DDBE is able to derive accurate DTDs only for DTDs 1 and 2, and an approximate DTD for DTD 3. Basically, with an additional factoring step, DDBE could obtain the original DTD for DTD 3. Note, however, that DDBE is unable to infer the simple DTD 4 that contains the metacharacter +. In contrast, XTRACT is able to deduce this DTD because its factorization step takes into account the identity element *1* and simplifies expressions of the form 1a to a*. DTD 5 represents an interesting case where XTRACT is able to mine a DTD containing regular expressions containing nested *. This is due to the generalization module that iteratively looks for sequencing patterns. On the other hand, DDBE simply over-generalizes the DTD 5 by ORing all the symbols in it and enclosing them within the metacharacter ±.

**TABLE 9**

<table>
<thead>
<tr>
<th>No.</th>
<th>Original DTD</th>
<th>DTD Inferred by XTRACT</th>
<th>DTD Inferred by DDBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
</tr>
<tr>
<td>2</td>
<td>abcedfghijklm</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
</tr>
<tr>
<td>3</td>
<td>abcedfghijklm</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
</tr>
<tr>
<td>4</td>
<td>abcedfghijklm</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
</tr>
<tr>
<td>5</td>
<td>abcedfghijklm</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
</tr>
</tbody>
</table>

**TABLE 9-continued**

<table>
<thead>
<tr>
<th>No.</th>
<th>Original DTD</th>
<th>DTD Inferred by XTRACT</th>
<th>DTD Inferred by DDBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>abcedfghijklm</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
</tr>
<tr>
<td>7</td>
<td>abcedfghijklm</td>
<td>abecedfghijklm</td>
<td>abecedfghijklm</td>
</tr>
</tbody>
</table>

The quality of the DTDs inferred by XTRACT was compared with those returned by the IBM alphaworks DDBE (Data Descriptors by Example) DTD extraction tool on synthetic as well as real-life DTDs. In the experiments, XTRACT outperformed DDBE by a wide margin, and for most DTDs it was able to accurately infer the DTD while DDBE completely failed to do so. A number of the DTDs which were correctly identified by XTRACT were fairly complex and contained factors, metacharacters, and nested regular expression terms. Thus, the results clearly demonstrate the effectiveness of XTRACT's approach that employs generalization and factorization to derive a range of general and concise candidate DTDs, and then uses a selection step preferably comprising minimum descriptor length (MDL) principles as the basis to select from amongst them.

**TABLE 10**

<table>
<thead>
<tr>
<th>No.</th>
<th>Original DTD</th>
<th>DTD Inferred by XTRACT</th>
<th>DTD Inferred by DDBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>abced</td>
<td>abeced</td>
<td>abeced</td>
</tr>
<tr>
<td>2</td>
<td>abced</td>
<td>abced</td>
<td>abced</td>
</tr>
<tr>
<td>3</td>
<td>abced</td>
<td>abced</td>
<td>abced</td>
</tr>
<tr>
<td>4</td>
<td>abced</td>
<td>abced</td>
<td>abced</td>
</tr>
<tr>
<td>5</td>
<td>abced</td>
<td>abced</td>
<td>abced</td>
</tr>
</tbody>
</table>

The method of claim 2, wherein said encoding step comprises the steps of:

1. Encoding said input sequences, said general sequences, and said factored sequences;
2. Selecting a document descriptor from said input sequences, said general sequences, and said factored sequences using minimum descriptor length (MDL) principles.
3. The method of claim 2, wherein said encoding step employs an algorithm which applies a set of rules comprising:
seq(D,s)=e if D=s, if D does not contain metacharacters;
seq(D_1 \ldots D_p, s_1 \ldots s_q)=seq(D_1, s_1) \ldots seq(D_p, s_q);
seq(D_1 \ldots D_p, s)=i \cdot seq(D, s);
seq(D^*, s_1 \ldots s_q)=\{k \cdot seq(D, s_1) \ldots seq(D, s_q) \text{ if } k>0; 0 \text{ otherwise}\};

wherein D is a sequence of symbols, s is a sequence, and i is an index of a regular expression that the corresponding sequence s matches, wherein log m bits are needed to encode index i.

4. The method of claim 3, wherein said minimum MDL cost is determined by employing an algorithm to solve a facility location problem (FLP), said FLP modified to compute said minimum MDL cost of potential document descriptors.

5. The method of claim 4, wherein said document descriptor is a document type descriptor (DTD), and said document is an eXtensible Markup Language (XML) document.

6. The method of claim 5, wherein said minimum MDL cost comprises summing a first length of bits describing the DTD and a second length of bits for encoding the sequences.

7. A document descriptor determination method comprising the steps of:
   - generalizing input sequences to develop general sequences, said input sequences reflecting the structure of data within a document;
   - selecting a document descriptor from said input sequences and said general sequences using minimum descriptor length (MDL) principles.

8. The method of claim 7, wherein said selecting step comprises the steps of:
   - encoding said input sequences and said general sequences; and
   - selecting a document descriptor which encompasses all of said input sequences and exhibits said minimum MDL cost.

9. The method of claim 8, wherein said encoding step employs an algorithm which applies a set of rules comprising:
   - seq(D, s)=e if D=s, if D does not contain metacharacters;
   - seq(D_1 \ldots D_p, s_1 \ldots s_q)=seq(D_1, s_1) \ldots seq(D_p, s_q), if D is a concatenation of D_1 \ldots D_p;
   - seq(D, s)=i \cdot seq(D, s);
   - seq(D^*, s_1 \ldots s_q)=\{k \cdot seq(D, s_1) \ldots seq(D, s_q) \text{ if } k>0; 0 \text{ otherwise}\};

wherein D is a sequence of symbols, s is a sequence, and i is an index of a regular expression that the corresponding sequence s matches, wherein log m bits are needed to encode index i.

10. The method of claim 9, wherein said minimum MDL cost is determined by employing an algorithm to solve a facility location problem (FLP), wherein said FLP is modified to compute said minimum MDL cost of potential document descriptors.

11. The method of claim 10, wherein said document descriptor is a document type descriptor (DTD), and said document is an extensible Markup Language (XML) document.

12. The method of claim 11, wherein said minimum MDL cost comprises summing a first length of bits describing the DTD and a second length of bits for encoding the sequences.

13. The method of claim 7, further comprising the steps of:
   - factoring said input sequences and said general sequences to develop factored sequences, wherein said factored sequences are available for said step of selecting.

14. A document descriptor determination method comprising the steps of:
   - generalizing input sequences, said generalizing step comprising the steps of:
     - discovering OR patterns among said input sequences, and
     - discovering sequence patterns among said input sequences and OR patterns; and
   - selecting a document descriptor from said input sequences and said general sequences.

15. The method of claim 14, wherein said discovering OR patterns step comprises the step of partitioning said input sequences.

16. The method of claim 15, further comprising the steps of:
   - factoring said input sequences and said general sequences to develop factored sequences, wherein said factored sequences are available to said step of selecting.

17. The method of claim 16, wherein said step of selecting employs minimum descriptor length (MDL) principles.

18. The method of claim 14, wherein said document descriptor is a document type descriptor (DTD) and said document is an extensible Markup Language (XML) document.

* * * * *