ABSTRACT

In a server system having a predetermined total bandwidth providing data files to a plurality of clients in response to requests received from the clients, a method for providing admission control comprises the steps of allocating a plurality of channel partitions to a plurality of channel groups such that each channel group includes one or more of the channel partitions. The system then obtains a channel group number based on the length of the data file requested by one of the clients and transmits the requested data file when a channel group corresponding to the obtained channel group number contains a vacant channel partition.
OTHER PUBLICATIONS


* cited by examiner
**FIG. 1**

- SERVER: 10
- STORAGE: 26, 28, 30
- BUS: 24
- CONTROLLER: 22, 20
- ADMISSION CONTROL: 32
- INTERFACE: 36
- REQUEST: 34
- NETWORK: 40
- CLIENT: 42, 44, 46

**FIG. 2A**

1. Obtain $\Delta = \frac{\theta_{\text{max}}}{\theta_{\text{min}}}$
2. Obtain number of channel \( C = \frac{B}{r_i} \)
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1. Obtain $\Delta = \frac{\theta_{\text{max}}}{\theta_{\text{min}}}$

2. Divide bandwidth $B$ to $\frac{\log \Delta}{B}$ partitions of length $\frac{B}{\log \Delta}$

3. Consider arriving request length

4. Determine detection bandwidth partition $B_i$

5. If there exists sufficient bandwidth in $B_i$?
   - Yes, transmit
   - No, reject
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1. Obtain $\Delta = \frac{\theta_{\text{max}}}{\theta_{\text{min}}}$

2. Divide available bandwidth $B$ into $\frac{\log \Delta}{\log \Delta}$ partitions

3. For $i = 1 \ldots \frac{\log \Delta}{\log \Delta}$
   - Determine $P_i = \sum \delta_{j} e^{2j-1, \theta_{\text{min}}, 2^j \theta_{\text{min}}} \cdot p_j$
   - Allowing for $B_i = 2^i \theta_{\text{min}}$ if $i = \frac{\log \Delta}{\log \Delta}$

4. $B_i = P_i \cdot B$

5. Consider arriving request length

6. Determine bandwidth partition $B_i$

7. Is there sufficient bandwidth in $B_i$?
   - Yes, transmit
   - No, are lower bandwidth partitions available?
     - Yes, set $i$ to lower bandwidth partition
     - No, reject

   - Are lower bandwidth partitions available?
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BURSTY ARRIVALS, BATCH SIZE = 40, \( z = 0.6 \), NEGATIVE CORRELATION
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BURSTY ARRIVALS, BURST SEPARATION = 180, \( z = 0.6 \), NEGATIVE CORRELATION

**FIG. 8**
POISSON + SHORT BURST ARRIVALS, LAMBDA (LONG) = 0.7
ADMISSION CONTROL SYSTEM AND METHOD FOR MEDIA-ON-DEMAND SERVERS

FIELD OF THE INVENTION

The present invention relates to an admission control system in a client-server environment, and specifically to such a control system for media-on-demand applications.

BACKGROUND OF THE INVENTION

Recent advances in communication, computing and storage technologies have led to new continuous media applications with high resource and stringent performance requirements. For example, some available media-on-demand systems are capable of providing media clips such as movies to clients on a real-time basis. Thus, a plurality of clients may request and retrieve one or more media contents as desired. Typically, the media contents, such as videos, are stored on secondary storage devices on the server and delivered to the clients.

There has been some solutions suggested in literature to improve quality of service for media servers. For example, one solution to overcome memory bottlenecks problems provides an arrangement of a media server system that statistically replicates popular movies on multiple secondary storage devices based on the expected load, such that the total demand for the movie can be spread among the devices having a copy of the movie.

Another solution employs dynamic replication mechanisms, such that movies or portions of movies are copied, as a function of present demand, from heavily loaded storage devices to more lightly loaded storage devices.


Although the above references and other available references describe systems and methods that can improve the performance of media servers and specifically the total throughput of such servers, there is a need for improving resource scheduling of such servers regardless of the throughput available by the server. Such resource scheduling is intended to improve the use of the total available throughput of a server system as explained hereinafter.

SUMMARY OF THE INVENTION

In accordance with one embodiment of the invention in a server having a predetermined total bandwidth providing data files to a plurality of clients in response to requests received from said clients, a method for providing admission control comprises the steps of obtaining a ratio Δ corresponding to the largest specifiable duration of one of said requests over the smallest specifiable duration of one of said requests. The total available bandwidth is then divided into \( \lfloor \log \Delta \rfloor \) bandwidth partitions having a corresponding partition number. When a request arrives to the server, the length of the content corresponding to the request is evaluated. A partition number is then assigned to that request based on the length of the data file requested. The bandwidth corresponding to that partition is checked to determine whether an available bandwidth exists. If so the request is acknowledged and served. In the alternative, if an available bandwidth does not exist, the request is denied.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a server system that employs the various embodiments of a scheduling arrangement in accordance with the present invention.

FIG. 2a illustrates a flow chart of steps performed by a data scheduling arrangement in accordance with the embodiment of the present invention.

FIG. 2b illustrates the data structure of an admission control array in accordance with one embodiment of the invention.

FIG. 3 illustrates a flow chart of the steps performed by a data scheduling arrangement in accordance with another embodiment of the invention.

FIG. 4 is a flow chart of steps performed by a scheduling arrangement in accordance with still another embodiment of the present invention.

FIG. 5 illustrates a flow chart of the steps performed by a scheduling arrangement in accordance with another embodiment of the invention.

FIG. 6a is a plot illustrating the average performance of scheduling arrangement in accordance with one embodiment of the invention.

FIG. 6b is a plot illustrating the server utilization in accordance with one embodiment of the invention.

FIGS. 7a, 7b and 8 are plots illustrating the server utilization in accordance with various embodiments of the invention.

DETAILED DESCRIPTION OF THE INVENTION

In accordance with various embodiments of the present invention, a media-on-demand, MOD, server is configured to transmit media clips, such as video, audio and text data in response to a collection of different content requests, wherein each request has a predetermined length and bandwidth requirement. Various media clips available for transmission are stored in the form of data files. As such throughout the present discussion, media clips and data files are used interchangeably.

The media-on-demand server of the present invention may be viewed as a “black box” capable of offering a
sustained bandwidth capacity of B. The input sequence of
requests to a server comprises a plurality of requests
\(\Sigma = \sigma_1, \sigma_2, \ldots, \sigma_t\) wherein the \(t^{th}\) request by a client is
represented as \(\sigma_t = (l_t, r_t)\) where \(l_t, r_t\) respectively denote the
length and bandwidth requirement of the requested media
clip and \(t\) is the arrival time of \(\sigma_t\). Given a collection of
different requests that are handled by a server, based, for
example, on the clips available at the server or the server’s
usage patterns, \(l_{\text{max}}\) denotes the length of the longest request
and \(l_{\text{min}}\) denotes the length of the shortest request as speci-

fied by the media server’s administrator. Furthermore, \(r_{\text{max}}\)
denotes the highest bandwidth requirement of a request and
\(r_{\text{min}}\) denotes the lowest bandwidth requirement of a request
as specified by the media server’s administrator. The ratio
\[
\frac{l_{\text{max}}}{l_{\text{min}}}
\]
is referred to as \(\Delta\).

In order to provide a frame of reference for the scheduling
strategies employed in the present invention, it is desirable
to contrast the performance of a media server in accordance
with the present invention as compared with a “work con-
serving” (WC), or “greedy” scheduling algorithm. Briefly,
the greedy scheduling algorithm schedules a transmission in
response to a request \(\sigma_t\), if the server has at least \(r_t\) available
bandwidth at time \(t\); otherwise the server rejects the request
\(\sigma_t\). As will be explained in more detail below, the work
conserving or greedy scheduling algorithm offers rather poor
performance guarantees for a media-on-demand server sys-
tem. One of the shortcomings of the greedy scheduling
arrangement is that a request \(\sigma_t\) arriving at time \(t_4 + \epsilon\), with a
large benefit value \(l_4\) possibly \(\epsilon < l_4\), may be rejected in favor of a
request \(\sigma_t\) arriving at time \(t_3\) with a substantially small request
value. This scenario would result in wasted throughput in the
server system.

Furthermore, the performance of a media-on-demand
server employing various scheduling arrangements in ac-
cordance with the present invention is measured based on a
total throughput metric, which is defined as the bandwidth-time
product over a given sequence of requests. More
specifically, given an on-line scheduling arrangement \(A\) on
an input sequence \(\Sigma\), the benefit of \(A\) on \(\Sigma\) is defined as
\[
V_{\Delta}(\Sigma) = \sum_{n=1}^{l_{\text{max}}} (l_{n} - r_{n})
\]
where \(S_n\) is the set of requests scheduled by the on-line
scheduling arrangement \(A\).

Thus, a competitive ratio \(k(A)\) for a scheduling arrange-
ment \(A\) may be defined as
\[
k(A) = \sup_{\Sigma} \frac{V_{\Delta}(\Sigma)}{V_{\Delta}(\Sigma)}
\]
where \(\Sigma\) ranges over all possible request sequences and \(A\)
is an off-line scheduling algorithm that can provide an
optimum total throughput because of the knowledge of the
length of requests. To this end a scheduling arrangement \(A\)
is \(K\)-competitive when \(k(A) \leq K\).

As will be explained in more detail hereinafter, the scheduling
arrangements in accordance with various embodiments of the present invention provide an improved
total throughput performance over work conserving or
greedy scheduling arrangement.

FIG. 1 illustrates a server system 10 that employs the
various embodiments of a scheduling arrangement in ac-
cordance with the present invention, although the invention is
not limited in scope to such a server system. For example,
the scheduling arrangements described in accordance with
the present invention may be employed in any server system
that is required to allocate a bandwidth to serve a client’s
request, such as communication switches and routers.

Server system 10 is configured to provide data to a
plurality of clients, such as 42, 44 and 46 via a communi-
cations network 40, in response to requests received from
such clients. Network 40 may be any appropriate commu-
nication network such as Internet, or an asynchronous trans-
fer mode (ATM) network. Server system 10 includes a
plurality of storage devices such as 26, 28 and 30, which
are configured to provide a plurality of media clips such as video
image sequences, audio clip sequences and data bytes. These
media clips are adapted to be transmitted to clients 42–46
and viewed in real-time.

Server system 10 also includes an admission control
circuit 20, which is configured to analyze an incoming
request and determine whether the request will be acknowl-
edged or denied. The operation of admission control circuit
in accordance with the present invention is described in
more detail in reference with FIGS. 2-5. An input port of
admission control circuit 20 is coupled to an input bus 26
which is configured to carry requests generated by clients
42–46. Admission control circuit 20 analyzes each request
\(\sigma_t\), among other things, based on the time the request arrives,
\(l_4\), the length of the request \(l_4\) and the bandwidth or data rate
\(r_4\) necessary to serve the request.

Server system 10 also includes a controller 22 which is
configured to control the operation of server system 10. In
accordance with one embodiment of the invention, control-
er 22 is a microprocessor. An input port of controller 22 is
coupled to an output port of admission control circuit 20.
Furthermore an output port of controller 22 is coupled to an
input port of admission control circuit 20.

Storage devices 26–30 are configured to provide data to
an internal bus system 24 in response to signals provided by
controller 22, although the invention is not limited in scope
in that respect. For example other embodiments of server 10
comprise separate disk controllers, each of which typically
has a maximum sustainable data rate at which it can provide
data retrieved from all the disks it controls. For example,
SCSI controllers have a typical sustainable data rate of about
4 megabytes per second, regardless of how many disks are
controlled by that SCSI controller. Data retrieved from
storage devices 26–30 are provided to network 40 via
interface unit 32 and output bus 34.

The total bandwidth of server 10 depends upon many
things including the system architecture, the type of storage
devices that are used, the manner in which movie clips are
stored and retrieved. Thus, the present invention may
employ any one of the architecture arrangements that is best
suited for a particular application. However, regardless of the
type of the arrangement employed in server 10, in
accordance with the principles of the invention, one of the
main factors that is considered by the scheduling arrange-
ment of the server is the total bandwidth which is defined as
the aggregate input/output capacity of the server system for
a sustainable period of time. It is noted that depending on the
type of the server being employed the total bandwidth may
be considered in units of frequency or in the alternative in
units of data bit rate. The operation of admission control
circuit 20 is explained in detail hereinafter.

FIG. 2a illustrates a flow chart of steps performed by a
data scheduling arrangement referred herein as channel
preparation (CP) scheduling arrangement employed by admission control circuit 20 upon receiving a request from a client via network 40 and input bus 36, in accordance with one embodiment of the invention, although the invention is not limited in scope in that respect. Initially, admission control circuit 20 obtains the length of a request that is specified to be the maximum length of a clip, such as \( l_{\text{max}} \). It is noted that this maximum length may be defined in different ways. For example, admission control circuit 20 may retrieve the length of all the clips that are available for transmission by server 10 and designate the length of the longest clip as \( l_{\text{max}} \). In accordance with another embodiment of the invention, server 10 may prompt a system administrator to specify the length of \( l_{\text{max}} \) to be the maximum allowable length of a clip stored in server 10. Furthermore, in accordance with another embodiment of the invention, admission control circuit 20 may obtain the length of data file corresponding to incoming requests and dynamically designate the length of the longest data file as \( l_{\text{max}} \).

Similarly, minimum length may be defined in different ways. For example, admission control circuit 20 may retrieve the length of all the clips that are available for transmission by server 10 and designate the length of the shortest clip as \( l_{\text{min}} \). In accordance with another embodiment of the invention, server 10 may prompt the system administrator to specify the length of \( l_{\text{min}} \) to be the minimum allowable length of a clip to be stored in server 10. Furthermore, in accordance with another embodiment of the invention admission control circuit 20 may obtain the length of data files corresponding to incoming requests and dynamically designate the length of the shortest data file as \( l_{\text{min}} \).

The channel prepartitioning (CP) scheduling arrangement employed in one embodiment of the invention as illustrated in FIG. 2a is based on the assumption that all input requests require a constant fraction of the server’s bandwidth B, although the invention is not limited in scope in that respect. Thus the bandwidth required for each request is referred to as \( r_{f} \).

At step 110 admission control circuit 20 obtains a ratio \( \Delta \) by dividing maximum length of a request \( l_{\text{max}} \) to minimum length of a request \( l_{\text{min}} \) as defined above. Thereafter, at step 112 admission control circuit 20 divides the total bandwidth \( B \) of server 10 into \( c \) available channel partitions. The number of the available channel partitions \( c \) is equal to \( B/r_{f} \). It is noted that each of the available channel partitions may be viewed, for example, as one or more allocated time slots for a server system that transmits data in a time division multiple access TDMA arrangement. In accordance with another example each of the available channel partitions may be viewed as one or more allocated frequency bands for a server system that transmits data in a frequency division multiple access FDMA arrangement.

At step 114 admission control circuit 20 divides the number of available channel partitions \( c \) to \( \log \Delta \) groups wherein \( \Delta \) is the ratio derived at step 110. As a result, the number of channel partitions in each channel group “i” is \( c/\log \Delta \), wherein \( i \) ranges between group 1 to group \( \log \Delta \).

At step 116 admission control circuit 20 processes an incoming request, \( r_{i} \), and determines the length, \( l_{i} \), of the clip that is requested. At step 118 admission control circuit determines the channel group \( i \) that is allocated to serve the incoming request based on the length \( l_{i} \) such that

\[
2^{i-\log l_{i}} \leq 2^{\log l_{\text{min}}} \text{ if } i \leq \log \Delta.
\]

Once the channel group is determined, admission control circuit 20 goes to decision step 120 so as to determine whether there is an available free channel partition in that channel group that can serve the incoming request \( r_{i} \). If so, at step 126, admission control circuit 20 sends a transmit authorization signal to controller 22 so as to cause the transfer of the clip requested. Otherwise admission control circuit 20 goes to step 124 so as to cause a denial to transmit the clip requested.

FIG. 2b illustrates the data structure of an admission control array 140 in accordance with one embodiment of the invention, although the invention is not limited in scope to such an arrangement. Each channel group includes a plurality of array elements 142 which in accordance with the embodiment described in reference with FIG. 2a includes \( c/\log \Delta \) elements per group, wherein \( c \) is the number of available channel partitions and \( \Delta \) is the throughput ratio as defined hereinabove. Each array element 142 corresponds to a transmission channel partition employed by server system 10. Each array element 142 includes an indication flag which can be set to “in-use” or “vacant.” Thus, an array element is set to “in-use” when admission control circuit 20 allocates the corresponding channel partition within a channel group for transmission of a clip in response to a request. Each array element is set to “vacant” when the server is not transmitting data via the corresponding channel partition.

Thus, in accordance with one embodiment of the invention, admission control circuit 20 at step 120 (FIG. 2a) examines the control array 140 to determine whether a free channel is available based on the status of the “in-use” or “vacant” flags as set in each array element.

The channel prepartitioning (CP) data scheduling arrangement in accordance with the embodiment described in reference with FIG. 2a exhibits a remarkable improvement over the work conserving (WC) or greedy scheduling arrangement described above. For example, the throughput competitive ratio for a work conserving (WC) or greedy data scheduling arrangement is \((1+\Delta)/\Delta \)- competitive, which means that the competitive ratio \( k_{\text{WC}} = 1 + \Delta \). As a way of quantitative example, assuming that the longest clip is 100 minutes long and the short clip is 1 minute long, the competitive ratio of a greedy scheduling arrangement is 101 (1+100 times) worse than an optimum off-line scheduling arrangement. On the other hand, the throughput competitive ratio for the data scheduling arrangement of one embodiment of the present invention is 3, \( \log \Delta \)- competitive, which means the competitive ratio \( k_{\text{CP}} = 3/\log \Delta \) for the embodiment described herein. Thus, for the same quantitative example, the competitive ratio of the embodiment described herein is only 30 (3 \times 100 times) worse than an optimum off-line scheduling arrangement.

Although the scheduling arrangement described in FIG. 2a can guarantee a logarithmic competitiveness under a worst-case scenario, it may under-utilize the server in average cases. For example, when all the requests to the server address one specific group of channels, the channel prepartitioning (CP) algorithm in accordance with the present invention utilizes only 1/\( \log \Delta \) of the available bandwidth.

FIG. 3 illustrates a flow chart of the steps performed by a popularity-based channel prepartitioning (PCP) data scheduling arrangement employed by admission control 20 in accordance with another embodiment of the invention that exhibits an improved performance compared to the channel prepartitioning (CP) arrangement described above. The popularity-based channel prepartitioning (PCP) data scheduling arrangement includes the step of partitioning the total number of available channels into \( \log \Delta \) channel groups as defined above in reference with FIG. 2a. The number of the channels, in each channel group \( i \) is based on
the cumulative popularity of all requests with lengths in the range of \(2^{i-1} \leq \text{l}_{\text{min}} \leq 2^i \text{l}_{\text{min}}\), allowing a request of length \(2^i \text{l}_{\text{min}}\) in the \(\log \Delta\)th channel group. In accordance with one embodiment of the invention these popularities may be estimated with reasonable accuracy, for example, by employing “moving window” prediction methods as described in T. C. Little and D. Venkatesh, Popularity Based Assignment of Movies to Storage Devices in a Video-on-Demand System, ACM Multimedia Systems, Vol.2, pp 280–287 (1995), and incorporated herein by reference. By taking popularities into account situations that may lead to sever bandwidth underutilization in the system described in FIG. 2a may be avoided. Such underutilizations may occur, for example, when the most frequent requests are also the shortest.

The popularity based prepartitioning (PCP) data scheduling steps illustrated in FIG. 3 is based on the assumption that the products of the cumulative range popularities and the number of channels are integers, although the invention is not limited in scope in that respect. Furthermore, the popularity based prepartitioning (PCP) scheduling arrangement employed in one embodiment of the invention as illustrated in FIG. 3 is based on the assumption that all input requests require a constant fraction of the server’s bandwidth \(B\), although the invention is not limited in scope in that respect. Thus the bandwidth required for each request \(i\) is referred to as \(c_i\).

At step 160 admission control circuit 20 obtains a ratio \(\Delta\) by dividing maximum length of a request \(\text{l}_{\text{max}}\) to minimum length of a request \(\text{l}_{\text{min}}\) as defined above. Thereafter, at step 162 admission control circuit 20 divides the total bandwidth \(B\) of server 10 into \(\Delta\) available channel partitions. The number of the available channel partitions \(c\) is equal to \(B/c\). It is noted that each of the available channel partitions may be viewed, for example, as one or more allocated time slots for a server system that transmits data in a time division multiple access TDMA arrangement. In accordance with another example each of the available channel partitions may be viewed as one or more allocated frequency bands for a server system that transmits data in a frequency division multiple access FDMA arrangement.

At step 164 admission control circuit 20 divides the number of available channel partitions \(c\) to \(\Delta\) and channels wherein \(i\) ranges from 1 to \(\log \Delta\) and \(\Delta\) is the ratio derived at step 110. The number of channels in each channel group \(i\) is determined by steps 166 and 168. The range of request lengths allocated to channel group \(i\) is \(2^{i-1} \leq \text{l}_{\text{min}} \leq 2^i \text{l}_{\text{min}}\) allowing for \(\leq 2^i \text{l}_{\text{min}}\) if \(i=\log \Delta\). Specifically at step 166, admission control circuit 20 for each length \(\text{l}_{\text{min}}\) allocated to a channel group “\(i\)”, calculates a cumulative popularity \(P_i\) such that

\[ P_i = \sum_{\text{c}} p_i, \]

wherein \(p_i\) is the probability that the length of an incoming request \(\text{l}_{\text{i}}\) in the \(i\)th range. As a result at step 168 admission control circuit 20 allocates the number of channels in each channel group “\(i\)” as \(P_i\), wherein \(i\) ranges between channel group 1 to channel group \(\log \Delta\).

At step 170 admission control circuit 20 processes an incoming request, \(c_i\) and determines the length, \(\text{l}_{\text{i}}\), of the clip that is requested. At step 172 admission control circuit determines the channel group \(i\) that is allocated to serve the incoming request based on the length \(\text{l}_{\text{i}}\) such that

\[ 2^{i-1} \text{l}_{\text{min}} \leq \text{l}_{\text{i}} \leq 2^i \text{l}_{\text{min}}, \]

allowing for \(\leq 2^i \text{l}_{\text{min}}\) if \(i=\log \Delta\). At step 174 admission control circuit 20 goes to decision to determine whether there is an available free channel in that channel group that can serve the incoming request \(c_i\). If so, at step 180, admission control circuit 20 sends a transmit authorization signal to controller 22 so as to cause the transfer of the clip requested. Otherwise, admission control circuit employs a down-shifting arrangement. To this end it performs step 176 to determine whether there is an available channel partition within the lower channel groups. Each channel group lower than the initial allocated channel group is checked, and if an available channel partition within that group exists admission control circuit 20 goes to step 182 so as to allocate the free channel partition for transmission of the requested clip. Thereafter admission control circuit 20 goes back to step 170 to process the next incoming request.

If at step 176, admission control circuit 20 determines that there are no available free channels in the lower groups, step 178 is performed to deny the incoming request. Thereafter, admission control circuit 20 goes back to step 170 to process the next incoming request. It is noted that a data structure based on the principles discussed in reference with FIG. 2b may be employed to set flags for “in-use” and “vacant” channel partitions for each channel group \(i\).

It is further noted that the channel prepartitioning (CP) scheduling arrangement described in FIG. 2a may also employ the down-shifting approach described above in reference with FIG. 3. Thus, while channel channel prepartitioning (CP) scheduling arrangement described in reference with FIG. 2a, prohibits small requests from monopolizing the server, the use of the down-shifting approach allows larger, and thus, more profitable requests to be down-shifted to lower groups and occupy channels that would otherwise be dedicated to shorter requests.

Further embodiments of a data scheduling arrangement in accordance with the present invention is described herein after in reference with FIGS. 4 and 5. In accordance with these embodiments clients (FIG. 1) generate requests that have arbitrary bandwidth requirements. As such server 10 allocates a variable portion of its bandwidth \(B\) in response to the bandwidth requirement of the client.

FIG. 4 is a flow chart of steps performed by a bandwidth prepartitioning (BP) scheduling arrangement as employed in accordance with one embodiment of the present invention. At step 210 admission control circuit 20 obtains a ratio \(A\) by dividing maximum length of a request \(\text{l}_{\text{min}}\) to minimum length of a request \(\text{l}_{\text{min}}\) as defined above. Thereafter, at step 212 admission control circuit 20 divides the total available bandwidth \(B\) of server 10 into \(\log \Delta\) bandwidth partitions, wherein the size of each available bandwidth partition \(B_i = B/\log \Delta\), wherein \(i\) ranges between bandwidth partition 1 to bandwidth partition \(\log \Delta\).

It is noted that each of the available bandwidth partitions may be viewed, for example, as one or more allocated time slots for a server system that transmits data in a time division multiple access TDMA arrangement. In accordance with another example each of the available bandwidth partitions may be viewed as one or more allocated frequency bands for a server system that transmits data in a frequency division multiple access FDMA arrangement.

At step 214 admission control circuit 20 processes an incoming request, \(c_i\) and determines the length, \(\text{l}_{\text{i}}\), of the clip that is requested. At step 218 admission control circuit 20 determines the bandwidth partition \(i\) that is allocated to serve the incoming request based on the length \(\text{l}_{\text{i}}\) such that

\[ 2^{i-1} \text{l}_{\text{min}} \leq \text{l}_{\text{i}} \leq 2^i \text{l}_{\text{min}}, \]

allowing for \(\leq 2^i \text{l}_{\text{min}}\) if \(i=\log \Delta\).
Once the bandwidth partition is determined, admission control circuit 20 goes to decision step 218 so as to determine whether there is an available free bandwidth partition that can serve the incoming request 20. If so, at step 222, admission control circuit 20 sends a transmit authorization signal to controller 22 so as to cause the transfer of the clip requested and returns to step 214 to monitor the next incoming request. Otherwise, admission control circuit 20 goes to step 220 so as to cause a denial to transmit the clip requested and thereafter proceeds to step 214 to monitor the next incoming request.

FIG. 5 illustrates a flow chart of the steps performed by a popularity-based bandwidth prepartitioning (PPB) data scheduling arrangement employed by admission control 20 in accordance with another embodiment of the invention that exhibits an improved performance compared to the bandwidth prepartitioning (BP) arrangement described above.

The popularity-based bandwidth prepartitioning (PPB) data scheduling arrangement includes the step of partitioning the total number of available bandwidths into i bandwidth partitions wherein i ranges from 1 to \[ \log \Delta \] as described above. The size of the bandwidth partitions is based on the cumulative popularity of all requests with lengths in the range of 2^{i-1} \times \text{l}_{\text{min}} to 2^i \times \text{l}_{\text{min}} allowing for \[ 2^{i-1} \leq \text{l}_{\text{min}} \leq 2^i \times \text{l}_{\text{min}} \text{ if } \log \Delta \text{ is integer}. \] In accordance with one embodiment of the invention these popularitys may be estimated with reasonable accuracy, for example, by employing “moving window” prediction methods as described in T. D. C. Little and D. Venkatesh, Popularity Based Assignment of Movies to Storage Devices in a Video-on-Demand System, ACM Multimedia Systems, Vol. 1, pp 280–287 (1995), and incorporated herein by reference.

The popularity-based bandwidth prepartitioning (PPB) data scheduling steps illustrated in FIG. 5 is based on the assumption that the products of the cumulative range popularities and the number of bandwidths are integers, although the invention is not limited in scope in that respect.

At step 260 admission control circuit 20 obtains a ratio A by dividing maximum length of a request \text{l}_{\text{max}} to minimum length of a request \text{l}_{\text{min}} as defined above. Thereafter, at step 262 admission control circuit 20 divides the total bandwidth B of server 10 into \[ \log \Delta \] bandwidth partitions, wherein i ranges from 1 to \[ \log \Delta \]. The range of request lengths allocated to each bandwidth partition is \[ i \times 2^{i-1} \times \text{l}_{\text{min}} to 2^i \times \text{l}_{\text{min}} \text{ allowing for } i \times 2^{i-1} \leq \text{l}_{\text{min}} \leq i \times 2^i \times \text{l}_{\text{min}} \text{ if } i = \log \Delta \text{ is integer}. \]

The size of each bandwidth partition is determined in steps 264 and 266. Specifically at step 264, admission control circuit 20 for each length \text{l}_{\text{int}} calculates a cumulative popularity \text{P}_{\text{i}} for a bandwidth partition such that

\[ \text{P}(\text{i}) = \sum_{j=1}^{i} \text{p}_j \]

wherein \text{p}_j is the probability that the length of an incoming request is \text{l}_j, in the jth range. As a result at step 266 admission control circuit 20 allocates the size of each bandwidth partition “i” as \text{P}_{\text{i}}B, wherein B is the total available bandwidth of server 20.

At step 268 admission control circuit 20 processes an incoming request \text{r}_{\text{i}} and determines the length \text{l}_{\text{int}} of the clip that is requested. At step 270 admission control circuit determines the bandwidth partition “i” that is allocated to serve the incoming request based on the length \text{l}_{\text{int}} such that

\[ 2^{i-1} \leq \text{l}_{\text{int}} \leq 2^i \times \text{l}_{\text{min}} \text{ if } i = \log \Delta \text{ is integer}. \]

Once the bandwidth partition is determined, admission control circuit 20 goes to decision step 272 and employs a down-shifting approach so as to determine whether there is sufficient bandwidth in bandwidth partition B. If so, admission control circuit 20 goes to step 278 so as to allocate the free bandwidth partition B, for transmission of the requested clip, and thereafter, returns to step 268 to consider the next client request. Otherwise at step 274, admission control circuit 20 determines whether there is sufficient bandwidth within the lower bandwidth partitions. By repeating steps 274, 280 and 272, each bandwidth partition lower than the initial allocated bandwidth is checked, and if one or more available bandwidth partitions exist to meet the request, admission control circuit 20 at step 272 allocates the free bandwidth partitions or fractions thereof for transmission of the requested clip at step 276. Thereafter admission control circuit 20 goes back to step 268 to process the next incoming request. If at step 274, admission control circuit 20 finally determines that there are no available free bandwidths in the lower groups, step 278 is performed to deny the incoming request. Thereafter, admission control circuit 20 goes back to step 268 to process the next incoming request. It is noted that a data structure based on the principles discussed in reference with FIG. 2b may be employed to set flags for “in-use” and “vacant” bandwidth partitions.

It is noted that the bandwidth prepartitioning (BP) scheduling arrangement described in FIG. 4 may also employ the down-shifting approach described above in reference with FIG. 5.

It is noted that in situations where the maximum bandwidth requirement of a clip is logarithmically small then the bandwidth partitioning (BP) scheduling arrangement exhibits a competitiveness in the order of \[ \log \Delta \], which is again an improvement over the greedy scheduling arrangement. Furthermore, an additional benefit of the popularity-based bandwidth prepartitioning (PPB) scheduling arrangement for variable bandwidth scenario is that by allowing requests to use fractions of the bandwidth allotted to lower partitions, the effects of bandwidth fragmentation can be reduced as compared to bandwidth partitioning (BP) scheduling arrangement.

In order to examine the average-case behavior of the work conserving, or greedy, and prepartitioning arrangements, the results of data simulations that employ distinct random arrival patterns are illustrated in FIGS. 6–8. The random patterns include Poisson arrivals, Bursty arrivals and Poisson plus short burst arrivals, although it is appreciated that other probability models may be employed. For Poisson arrival scenario, the data simulation is based on the assumption that requests of different lengths arrive at the server according to a Poisson process model with an arrival rate of \lambda. This is a plausible probabilistic model for servers with a reasonably steady traffic flow, for example, such as video servers in scientific research labs serving clips of recorded experiments to scientists around the globe.

For Bursty arrival scenario, the data simulation is based on the assumption that requests of different lengths arrive at the server in bursts at regular intervals of time defined as burst separation. Each burst consists of a sequence of request batches, where each batch consists of requests of identical lengths arriving during a very short period of time. The burst arrivals are again modeled as a Poisson process with an arrival rate of \lambda. This scenario is intended to model “rush-hour traffic” situations in media-on-demand servers.

For Poisson plus short burst scenario, the data simulation is based on the assumption that long requests arrive at the server according to a Poisson process model with an arrival rate of \lambda_{\text{max}}. At the same time, bursts of short individual requests arrive based on a Poisson process model with an
arrival rate of $\lambda_{\text{short}}$. This scenario combines some features of the previous two models. It is intended to represent situations where servers operating under a relatively steady flow of long requests, such as movies or sports events, occasionally have to handle bursts of short requests, such as the 6 o’clock news.

In the performed simulations, the request lengths were sampled from a discrete set of values between 5 and 150 minutes, with sampling probabilities taken from a Zipfian distribution model with skew parameter $z$ as described in George Kingsley Zipf, *Human Behavior and the Principle of Least Effort—An Introduction to Human Ecology*, (Addison-Wesley Press, Inc. 1949), and incorporated herein by reference. The skew parameter may be varied from 0.0 (uniform) to 2.0 (severely skewed). Results were obtained for three different models of correlation between request lengths and popularities as follows: (1) Positive——larger popularities are assigned to longer request; (2) Negative——larger popularities are assigned to shorter requests; and (3) Random——no length/popularity exists: the values of Zipfian probability vector is assigned to the different request lengths in a random manner.

In the case of identical bandwidth requests, a server with 100 available channels was assumed. For the variable bandwidth case, a server with a sustained bandwidth capacity of 250 Megabits per second (Mbps) was assumed. The rate requirement of a request varied randomly between 500 Kbps and 8 Mbps. For each combination the system behavior was modeled under each scheduling arrangement in accordance with the present invention for 20,000 minutes of simulated time and 10 randomly generated request sequences.

**FIG. 6a** is a plot illustrating the average performance of the work conserving scheduling arrangement and popularity based channel prepartitioning (PCP) scheduling arrangement as a function of Poisson arrival rate $z$, for $z=0.8$ and random length/rate correlation. As explained before for the worst case scenario (not illustrated) PCP scheduling arrangement exhibits a logarithmic improvement over WC arrangement. Furthermore, as illustrated in **FIG. 6a**, PCP is able to perform as good as WC in all cases.

**FIG. 6b** is a plot illustrating the server utilization as a function of the burst separation interval for batch size equal to 40, $z=0.6$, batch arrival rate $z$, burst size equal to 10, and random length/popularity correlation. As illustrated the burst separations decrease from left to right reflecting increasing load, as in **FIG. 6a**. The results show that under such conditions, popularity based channel prepartitioning (PCP) scheduling arrangement outperforms work conserving (WC) scheduling arrangement by an average margin of 7%-15%.

**FIG. 7a** is a plot illustrating the results of the same simulation except for negative length/popularity correlation; i.e. shorter requests are more popular. Under such scenarios, **FIG. 7a** illustrates the relative improvement offered by a popularity based channel prepartitioning (PCP) scheduling arrangement over work conserving (WC) scheduling arrangement, which is in the order of 20%-25%.

**FIG. 7b** is a plot illustrating the results wherein server utilization for the same parameter values and negative correlation, is given as a function of the batch size for a fixed burst separation of 180 minutes.

**FIG. 8** is a plot illustrating the results for the situation wherein requests are arriving based on Poisson plus short bursts arrival process. An assumption was made that the server is working close to capacity serving requests for long movies, such as those having lengths of 90, 120, 150 minutes, and occasionally the server handles bursts of short requests such as those having lengths of 5, 10, and 15 minutes. $\lambda_{\text{short}}$ was selected to be large enough to ensure high system utilization. The server utilization was examined as a function of $\lambda_{\text{short}}$. All length popularities were assumed to be uniform. **FIG. 8** illustrates that popularity-based channel prepartitioning (PCP) scheduling arrangement offers a 5%-10% performance improvement over WC, even at high levels of system utilization.

Thus, in accordance with various data scheduling arrangements employed by an admission control circuit in a server system, in accordance with the present invention, an improved result over work conserving scheduling arrangement can be achieved. Although the embodiments described above discuss partitioning channels or bandwidths, it will be appreciated that based on the principles of the present invention other server resources may be partitioned. For example, a request may also need a given amount of memory at the server in order to meet a predetermined quality of service requirement. The memory requirements can be either specified by the request or assigned by the server to meet the request’s quality of service requirements. Given the limited amount of server memory, the admission control circuit needs to consider both the memory and the bandwidth requirements of a request, and prepartition those resources in accordance with the principles disclosed herein.

While only certain features of the invention have been illustrated and described herein, many modifications, substitutions, changes or equivalents will now occur to those skilled in the art. It is therefore, to be understood that the appended claims are intended to cover all such modifications and changes that fall within the true spirit of the invention.

We claim:

1. In a server system having a predetermined total bandwidth providing data files to a plurality of clients in response to requests received from said clients, a method for providing admission control comprises the steps of:
   - dividing said predetermined total bandwidth into a plurality of channel partitions,
   - allocating said plurality of channel partitions to a plurality of channel groups such that each channel group includes one or more of said channel partitions,
   - obtaining a channel group number for a data file based on the length of said data file requested by one of said clients,
   - transmitting said requested data file when a channel group corresponding to said channel group number contains a vacant channel partition.

2. The method in accordance with claim 1 further comprising the step of denying transmission of said requested data file when all channel partitions in said channel group are in use.

3. The method in accordance with claim 1 wherein prior to said step of dividing, the method comprises the step of obtaining a ratio $\Delta$ corresponding to the longest specifiable duration of data, $T_{\text{max}}$, requested among said requests over the shortest specifiable duration of data, $T_{\text{min}}$, requested among said requests.

4. The method in accordance with claim 3 wherein said longest and shortest specifiable durations correspond respectively to the longest and shortest data files stored in said server system.

5. The method in accordance with claim 3 wherein said longest and shortest specifiable durations are provided by an administrator of said server system.

6. The method in accordance with claim 3 wherein said longest and shortest specifiable durations are dynamically obtained based on the length of files requested by a plurality of said clients.
7. The method in accordance with claim 3 wherein said channel partitions are divided into \([\log \Delta]\) channel groups and requests from said clients require the same bandwidth.

8. The method in accordance with claim 7 wherein each channel group contains the same number of channel partitions.

9. The method in accordance with claim 8 further comprising the step of allocating a channel group number "i" in response to a request based on the length of the data file requested, \(l_p\), such that
\[2^{i-1} l_{\min} \leq l_p < 2^i l_{\min}\] for \(l_p \geq l_{\min}\) if \(i=\lceil \log \Delta \rceil\).

10. The method in accordance with claim 9 further comprising the steps of:
- searching for a vacant channel partition within channel groups equal and lower than said allocated channel group number "i", and
- transmitting said requested data file when a vacant channel partition is located.

11. In a server system having a predetermined total bandwidth providing data files to a plurality of clients in response to requests received from said clients, a method for providing admission control comprises the steps of:
- dividing said predetermined total bandwidth into a plurality of channel partitions, wherein said number of channel partitions is based on the probability of file lengths requested by said plurality of clients;
- allocating said plurality of channel partitions to a plurality of channel groups such that each channel group contains a number of said channel partitions;
- obtaining a channel group number for a data file based on the length of said data file requested by one of said clients; and
- transmitting said requested data file when a channel group corresponding to said channel group number contains a vacant channel partition.

12. The method in accordance with claim 1 further comprising the step of denying transmittal of said requested data file when all channel partitions in said channel group are in-use.

13. The method in accordance with claim 11 wherein prior to said step of dividing, the method comprises the step of obtaining a ratio \(\Delta\) corresponding to the longest specifiable duration of data, \(l_{\max}\), requested among said requests over the shortest specifiable duration of data, \(l_{\min}\), requested among said requests.

14. The method in accordance with claim 13 wherein said longest and shortest specifiable durations correspond respectively to the longest and shortest data files stored in said server system.

15. The method in accordance with claim 13 wherein said longest and shortest specifiable durations are provided by an administrator of said server system.

16. The method in accordance with claim 13 wherein said longest and shortest specifiable durations are dynamically obtained based on the length of files requested by a plurality of said clients.

17. The method in accordance with claim 13 wherein said channel partitions are divided into \([\log \Delta]\) channel groups and requests from said clients require the same bandwidth.

18. The method in accordance with claim 17 further comprising the step of:
- allocating a plurality of data file lengths, \(l_p\), to one of said channel groups "i" such that the range of data file lengths in each channel group is
\[2^{i-1} l_{\min} \leq l_p < 2^i l_{\min}\] for \(l_p \geq l_{\min}\) if \(i=\lceil \log \Delta \rceil\).

19. The method in accordance with claim 18 further comprising the step of calculating a cumulative probability \(P_2(l_p, l_p')\) whereby \(l_p\) is the length of a data file allocated to said channel group i and \(l_p\) is the probability that the length of an incoming request is \(l_p\).

20. The method in accordance with claim 19 further comprising the step of allocating to each channel group a number of channel partitions \(C_i\) equal to \(PSC\) for \(i=1, \ldots, [\log \Delta]\), wherein \(c\) is the number of total available channels in said server.

21. The method in accordance with claim 20 further comprising the steps of:
- searching for a vacant channel partition within channel groups equal and lower than said allocated channel group number "i", and
- transmitting said requested data file when a vacant channel partition is located.

22. In a server system having a predetermined total bandwidth providing data files to a plurality of clients in response to requests received from said clients, a method for providing admission control comprises the steps of:
- obtaining a ratio \(\Delta\) corresponding to the longest specifiable duration of data, \(l_{\max}\), requested among said requests over the shortest specifiable duration of data, \(l_{\min}\), requested among said requests;
- dividing the total server bandwidth into \([\log \Delta]\) bandwidth partitions;
- obtaining a bandwidth partition number based on the length of a data file requested by one of said clients; and
- transmitting said requested data file when a bandwidth partition corresponding to said bandwidth partition number is vacant.

23. The method in accordance with claim 22 further comprising the step of denying transmittal of said requested data file when said bandwidth partition is in-use.

24. The method in accordance with claim 23 wherein said longest and shortest specifiable durations correspond respectively to the longest and shortest data files stored in said server system.

25. The method in accordance with claim 23 wherein said longest and shortest specifiable durations are provided by an administrator of said server system.

26. The method in accordance with claim 23 wherein said longest and shortest specifiable durations are dynamically obtained based on the length of files requested by a plurality of said clients.

27. The method in accordance with claim 23 wherein said longest and shortest specifiable durations are dynamically obtained based on the length of files requested by a plurality of said clients.

28. The method in accordance with claim 23 further comprising the step of allocating a bandwidth partition number "i" in response to a request based on the length of the data file requested, \(l_p\), such that
\[2^{i-1} l_{\min} \leq l_p < 2^i l_{\min}\] for \(l_p \geq l_{\min}\) if \(i=\lceil \log \Delta \rceil\).

29. The method in accordance with claim 28 further comprising the steps of:
- searching for a vacant bandwidth partition corresponding to a bandwidth partition number equal and lower than said allocated bandwidth partition number "i"; and
- transmitting said requested data file when a vacant bandwidth partition is located.
30. In a server system having a predetermined total bandwidth providing data files to a plurality of clients in response to requests received from said clients, a method for providing admission control comprises the steps of:

- dividing said predetermined total bandwidth into a plurality of channel partitions;
- allocating a size to said plurality of bandwidth partitions that defines said total bandwidth such that the size of each one of said bandwidth partition is based on the probability of file lengths requested by said plurality of clients;
- obtaining a bandwidth partition number for a data file based on the length of said data file requested by one of said clients; and
- transmitting said requested data file when a bandwidth partition corresponding to said bandwidth partition number is vacant.

31. The method in accordance with claim 30 further comprising the step of denying transmittal of said requested data file when said bandwidth partition is in-use.

32. The method in accordance with claim 30 wherein prior to said step of dividing, the method comprises the step of obtaining a ratio Δ corresponding to the longest specifiable duration of data, $l_{\text{max}}$, requested among said requests over the shortest specifiable duration of data, $l_{\text{min}}$ requested among said requests.

33. The method in accordance with claim 32 wherein said longest and shortest specifiable durations correspond respectively to the longest and shortest data files stored in said server system.

34. The method in accordance with claim 32 wherein said longest and shortest specifiable durations are provided by an administrator of said server system.

35. The method in accordance with claim 32 wherein said longest and shortest specifiable durations is dynamically obtained based on the length of files requested by a plurality of said clients.

36. The method in accordance with claim 32 wherein the number of said bandwidth partitions is $\lceil \log \Delta \rceil$.

37. The method in accordance with claim 36 further comprising the step of:

- allocating a plurality of data file lengths, $l_i$, to one of said bandwidth partitions, $i$, such that the range of data file lengths in each bandwidth partition $i$ is $2^{i-1} l_{\text{min}} \leq l_i < 2^i l_{\text{min}}$ allowing for $l_i = 2^i l_{\text{min}}$ if $i = \lceil \log \Delta \rceil$.

38. The method in accordance with claim 37 further comprising the step of calculating a cumulative probability

$$P_i \equiv \sum_{j=1}^{i} p_j,$$

wherein $l_j$ is the length of a data file allocated to said bandwidth partition $i$ and $p_j$ is the probability that the length of an incoming request is $l_j$.

39. The method in accordance with claim 38 further comprising the step of allocating to each bandwidth partition $B_i$ a size equal to $P_i \times B$ for $i = 1, \ldots, \lceil \log \Delta \rceil$, wherein $B$ is the total available bandwidth of said server.

40. The method in accordance with claim 39 further comprising the step of allocating a bandwidth number “$i$” in response to a request based on the length of the data file requested, $l_i$, such that

$$2^{i-1} l_{\text{min}} \leq l_i < 2^i l_{\text{min}}$$

allowing for $l_i = 2^i l_{\text{min}}$ if $i = \lceil \log \Delta \rceil$.

41. The method in accordance with claim 40 further comprising the steps of:

- searching for a vacant bandwidth partition having a number equal or lower than bandwidth partition number “$i$”;
- transmitting said requested data file when one or more vacant bandwidth partitions are located.

42. The method in accordance with claim 40 wherein said data file is transmitted via a portion of an available bandwidth partition based on the bandwidth requirement of a request received from one of said clients.